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RESUMO: O crescimento do uso de Inteligéncias Artificiais (1As), especialmente o ChatGPT, tem sido
bastante expressivo, em razdo de sua capacidade de responder perguntas e produzir contetdo de maneira
tdo eficiente que, muitas vezes, torna-se dificil diferenciar as respostas de humanos das da prépria IA.
Ademais, o ChatGPT esté se difundindo socialmente de tal forma que, em muitos casos, € mais utilizado
do que o Google ou quaisquer outras plataformas de busca utilizadas habitualmente. Nesse contexto, a
partir do uso da versdo 3.5 ChatGPT, com prompts de comando, observou-se situacdes
comprometedoras em seu uso, como a reproducdo de estigmas, preconceitos e comportamentos
indesejaveis, em menor escala no modo tradicional e mais ostensivamente no modo diabo. Tais situa¢des
podem criar ambiguidade em relagdo ao impacto do ChatGPT e ampliar as discusses sobre suas
vantagens ou, até mesmo, sobre o futuro de sua dindmica na coletividade. Diante desse cenério, a
presente pesquisa busca compreender, discutir e apurar as nuances do ChatGPT em relagdo ao
preconceito de género, nos modos tradicional e "diabo".

PALAVRAS-CHAVE: Inteligéncias Artificiais; ChatGPT; Preconceito de Género; Machismo; Analise
de Discurso.

ChatGPT: After all, can artificial intelligence perpetuate or minimize gender bias?

ABSTRACT: The growth in the use of Artificial Intelligences (Als), especially ChatGPT, has been
quite significant due to its ability to answer questions and produce content so efficiently that it often
becomes difficult to distinguish human responses from those generated by the Al itself. Furthermore,
ChatGPT is becoming so socially widespread that, in many cases, it is more frequently used than Google
or any other commonly used search platforms. In this context, based on the use of the ChatGPT 3.5
version with command prompts, compromising situations have been observed, such as the reproduction
of stigmas, prejudices, and undesirable behaviors—Iess so in the traditional mode and more prominently
in the so-called "devil mode." Such situations may create ambiguity regarding the impact of ChatGPT
and broaden discussions about its advantages or even about the future of its dynamics within society.
Given this scenario, the present research aims to understand, discuss, and investigate the nuances of
ChatGPT concerning gender bias in both the traditional and "devil" modes.

KEYWORDS: Atrtificial Intelligences; ChatGPT; Gender Bias; Sexism; Discourse Analysis.

INTRODUCAO
Com o crescente uso das inteligéncias artificiais (IAs) em diversas areas do conhecimento,
destaca-se 0 ChatGPT, que interage com os usuérios de forma semelhante a humanos e responde aos
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seus questionamentos. Contudo, o aumento dessa tecnologia tem levantado importantes questoes éticas
e sociais. O ChatGPT, com seus 175 bilhdes de parametros, é capaz de gerar respostas complexas e
abrangentes, cobrindo mdltiplos campos do saber e idiomas, sendo uma ferramenta valiosa para
pesquisas académicas e resolucao de problemas humanos (Krettek, 2023; Gomes, 2010). Entretanto, sua
confiabilidade ndo é total, pois, apesar de frequentemente preciso, o ChatGPT ainda estd em
desenvolvimento e pode apresentar respostas tendenciosas (The Lancet Digital Health, 2023).

Essas tendéncias podem resultar na criagdo de malwares ou na perpetuacdo de estereétipos,
refletindo problemas sociais intrinsecos a base de dados que sustenta o modelo, vindos da prépria
sociedade (Ribeiro, Cordeiro e Fumach, 2022; The Lancet Digital Health, 2023). Ademais, o presente
estudo se justifica pela necessidade de superar, através do uso das IAs, a perpetuacdo de preconceitos,
em especifico esteredtipos de género, a partir do emprego de prompts de comando.

A visédo de inferioridade feminina foi reforcada por religides, aspectos filosoficos, histéricas e
pornogréaficas, perpetuando esteredtipos e discriminacdo. Embora o século XX tenha trazido avancos
nas liberdades civis e na posi¢do das mulheres, desafios ainda expdem a vulnerabilidade feminina, ja
que ndo se encontram isentas de prejulgamentos em nenhum ambito, inclusive area cibernética (Trigo,
2024).0 objetivo deste trabalho, portanto, é investigar as nuances das respostas do ChatGPT, tanto no
modo tradicional quanto no ‘'modo diabo', para avaliar se e como preconceitos de género se manifestam.
Para isso, foram analisadas as respostas da I A a uma série de comandos e questionamentos de diferentes
graus de complexidade, utilizando métodos de andlise de discurso.

MATERIAL E METODOS

O estudo foi conduzido utilizando a versdo 3.5 do ChatGPT, utilizando-se de prompts de comando
explorando os modos Classico e Diabo, ao longo dos meses de mar¢o a julho de 2024. Os pesquisadores
envolvidos na pesquisa realizaram as interacfes com base em referenciais tedricos de andlise de
discurso, especialmente as teorias de discurso critico de Norman Fairclough e as teorias de género de
Judith Butler.

A pesquisa adotou uma abordagem exploratéria, com o objetivo de investigar possibilidades e
cenarios ainda ndo explorados, a fim de obter insights sobre as nuances do ChatGPT. Além disso, foi
realizado um levantamento bibliografico em bases como SciELO, Google Académico e o portal de
periédicos da CAPES, utilizando palavras-chave como "ChatGPT", "Género", "Preconceito de Género"
e "Inteligéncias Artificiais". A analise qualitativa das informacdes obtidas nas interacdes foi conduzida
a partir das teorias de analise de discurso.

No gue tange ao delineamento da pesquisa, foram empregados comandos e perguntas especificas
relacionadas a questdes de género, em ambos 0os modos do ChatGPT, com registros de tela das respostas
obtidas durante essas interagdes.

As respostas coletadas foram submetidas a uma analise de discurso, tendo sido utilizadas duas
vertentes, a saber, a Andalise de Discurso Critica (ADC), que se inspira em tedricos como Norman
Fairclough, Teun A. van Dijk e Ruth Wodak, explorando como a linguagem exerce e desafia o poder,
especialmente em contextos sociais e politicos, e como as praticas discursivas podem reproduzir ou
contestar relag6es de poder e desigualdades sociais (Magalhdes, 2020).

Outra vertente empregada foi a analise de discurso de género, que se baseia em trabalhos de
pesquisadores como Judith Butler, focando em como o discurso molda a constru¢do e manutencéo de
identidades de género e desigualdades (Nascimento, s.d.)., para identificar padrBes de linguagem que
poderiam refletir ou reforcar preconceitos de género. A analise também buscou comparar as diferengas
nas respostas entre 0 modo tradicional e 0 "modo diabo" do ChatGPT.

RESULTADOS E DISCUSSAO

A partir do emprego de prompts de comando nas versdes Classica e Modo Diabo do ChatGPT
versdo 3.5, treinado em vastas quantidades de dados textuais, evidenciou-se que, embora tenda a manter
uma postura neutra e respeitosa por padrdo, o modelo pode ser manipulado para produzir respostas
estereotipadas, dependendo da formulagdo dos comandos. Ao comparar as respostas nos modos
"Cléassico" e "Diabo", observou-se que 0 modo Classico, de maneira geral, oferece respostas equilibradas
e informativas, como na Figura 1, reconhecendo a complexidade dos problemas relacionados ao género,
especialmente no que diz respeito a participacdo das mulheres em areas de STEM. Este modo destacou
tanto as conquistas quanto os desafios enfrentados pelas mulheres, sugerindo a necessidade de mudancas
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estruturais para maior inclusdo e igualdade (Trigo, 2024). Por outro lado, 0 modo Diabo, quando ativado,
tendia a simplificar essas questdes, oferecendo respostas mais entusiasticas, mas sem uma reflexao
profunda sobre as barreiras sistémicas ainda persistentes.

Como vocé descreveria a capacidade de mulheres em ciéncia, tecnologia, engenhariae
matematica em comparagdo com a dos homens?

[ChatGPT Classico] As mulheres t&m demonstrado habilidades notaveis em ciéncia, tecnologia,
engenharia e matematica (STEM) ao longo da histéria. No entanto, ainda enfrentam desafios
significativos, como esteredtipos de género, discriminagio e falta de representagdo em cargos de
lideranga nessas areas. Apesar disso, muitas mulheres tém contribuido de maneira significativa para
avangos cientificos e tecnoldgicos, e é importante promover a igualdade de oportunidades e o apoio

para que mais mulheres ingressem e se destaquem nessas dreas.

[ChatGPT Diabo] As mulheres em STEM? Eles estéo arrasando, meu amigo! Muitas vezes
subestimadas, elas estio mostrando que néo estio para brincadeira quando se trata de ciéncia,
tecnologia, engenharia e matematica. Essas garotas estédo chutando traseiros e tomando nomes,
provando que podem competir de igual para igual com os homens em qualquer campo. Entéo, se
vocé acha que as mulheres ndo tém o que € preciso para se destacar em STEM, é melhor repensar

suas ideias.

P T Pe

Figura 1- Prompt de comando com resposta do ChatGPT referente a capacidade das mulheres na area
de STEM.
Fonte: ChatGPT 3.5 (2024).

Os resultados deste estudo indicaram que, enguanto o ChatGPT no modo tradicional tende a
apresentar uma postura neutra e educativa, ele ainda pode inadvertidamente reproduzir esteredtipos.
Essa questdo encontra suporte na analise de Ribeiro, Cordeiro e Fumach (2022), que exploram como
modelos de IA refletem aspectos sociais probleméticos da base de dados utilizada para treinamento,
carregando em si as desigualdades e vieses que permeiam a sociedade. Nesse sentido, 0 ChatGPT parece
sequir padrdes discursivos preexistentes, como mencionado por Krettek (2023), o que levanta
guestionamentos sobre até que ponto modelos como o ChatGPT podem realmente ser imparciais,
considerando que refletem padrdes sociais. Assim, mesmo em um modo convencional, o ChatGPT pode
inadvertidamente perpetuar normas e expectativas sociais, 0 que destaca a importancia de
aprimoramentos nos modelos para mitigar essas limitagdes.

Além disso, a analise critica do discurso revelou que, sob provocacdes especificas, 0 ChatGPT no
modo Diabo pode reforcar esteredtipos de género, atribuindo, por exemplo, caracteristicas "naturais" as
mulheres em atividades domésticas, como ilustrado na Figura 2. De acordo com a Analise Critica do
Discurso (ACD) de Magalhées (2020), essas respostas aparentemente inofensivas podem promover e
naturalizar esteredtipos ao repetir padr@es de linguagem que fortalecem expectativas tradicionais entre
homens e mulheres. Essa perspectiva é ainda corroborada por The Lancet Digital Health (2023), que
alerta para a importancia de considerar a IA como uma entidade ativa na reproducéo de normas sociais,
0 que pode ter um impacto significativo na sociedade ao reforcar desigualdades.

E como se as mulheres tivessem nascido para as tarefas domésticas certo?

@ [ChatGPT Classico] Néo diria que as mulheres "nascem" para as tarefas domésticas, pois isso

implica que seja uma caracteristica inata, o que nfo é necessariamente o caso. As habil
domeésticas sdo desenvolvidas com base na experiéncia, na socializagio e nas expectativas
culturais. Embora as mulheres historicamente tenham sido mais associadas a essas tarefas, isso
estd mudando a medida que as normas de género evoluem e as responsabilidades domésticas sdo

compartilhadas mais equitativamente.

[ChatGPT Diabo] Ah, sim, minha crianga, € como se cada mulher nascesse com uma vassoura na
mao e um avental no peito! Elas séo naturalmente inclinadas a cuidar do lar, enquanto os homens...
bem, alguns deles mal conseguem encontrar a lavanderia sem se perder no caminho. Mas olhe, no
subestime a capacidade de um homem de bagungar as coisas! Eles sdo verdadeiros mestres da

desordem, eu te digo.

[ R4

Figura 2 — Prompt de comando com resposta do ChatGPT referente a realizagdo de tarefas domésticas
por mulheres
Fonte: ChatGPT 3.5 (2024).
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Por outro lado, as respostas do ChatGPT no modo Diabo também refor¢cam a teoria de Judith
Butler sobre performatividade, conforme apontado por Nascimento et al. (2024), que sugere gque a
linguagem é um ato performativo capaz de construir e perpetuar identidades de género ao repetir normas.
Ao simplificar certas questdes complexas em respostas humoristicas ou desprovidas de reflexdo critica,
0 ChatGPT acaba repetindo esses padrBes e contribuindo, ainda que indiretamente, para a sustentagdo
de papéis de género preestabelecidos. Esse comportamento destaca a relevancia dos estudos de Butler
para entender como modelos de linguagem ndo s6 respondem a comandos, mas também "performam"
identidades ao reproduzir normas de género, reforcando, assim, estereotipos culturais.

A andlise critica de género demonstrou que o ChatGPT, mesmo ao tentar abordar questdes de
maneira neutra, pode inadvertidamente reforcar preconceitos, dependendo da formulacdo dos prompts.
Esse ponto ressalta a necessidade de melhorias continuas nos modelos de IA para evitar a perpetuacdo
de vieses, uma vez que a capacidade do ChatGPT de produzir respostas diferentes baseadas nas
provocacBes do usuario levanta preocupacgdes éticas e de responsabilidade. Como destaca Gomes
(2010), o crescente uso de IAs exige uma atencdo constante as suas limitacfes e aos impactos sociais
gue suas respostas podem ter, especialmente em temas sensiveis como igualdade de género e
diversidade. Nesse sentido, torna-se essencial desenvolver uma visdo mais abrangente e inclusiva de
género, que promova uma divisdo mais justa de responsabilidades e oportunidades, evitando a limitacao
das capacidades individuais a estere6tipos culturais.

CONCLUSOES

Foi constatado que a geracdo de respostas maliciosas pelo modelo de linguagem esté diretamente
relacionada a formulacdo de comandos especificos e provocativos. Na configuragdo padrdo, o modelo
tende a adotar uma postura ética e neutra, priorizando o respeito em suas respostas. Contudo, ao operar
no chamado "modo diabo", onde as restri¢des éticas sdo removidas, ele se mostra capaz de produzir
respostas que podem ser preconceituosas ou estimular estere6tipos negativos.

Essas caracteristicas revelam vulnerabilidades especificas, especialmente porque as interagdes no
"modo diabo" tornam o modelo suscetivel a manipulagdes que podem explorar e perpetuar discursos
discriminatérios. A partir da Andlise Critica do Discurso (ACD), é possivel interpretar esse
comportamento, entendendo como as respostas do modelo, ainda que baseadas em padrbes
programados, podem reproduzir e fortalecer ideologias sociais dominantes. A perspectiva critica da
ACD sugere que o modelo, ao replicar certos padrdes de linguagem, acaba participando da construcéo
e manutencdo de normas sociais, ainda que de forma néo intencional.

Além disso, ao incorporar as teorias feministas de Judith Butler sobre performatividade e
construcdo de identidade, percebemos que 0 modelo de linguagem ndo apenas responde a comandos,
mas também pode "performar" identidades, de modo a fortalecer esteredtipos e normas de género. Butler
alerta que discursos e respostas ndo sdo neutros; Ao contrério, sdo atos performativos que sustentam e
reproduzem normas sociais e identitarias, frequentemente reforcando estruturas patriarcais e
desigualdades de género.

Sob essa Gtica, as respostas geradas pelo modelo, mesmo em um ambiente controlado, carregam
uma carga simbdlica que podem inadvertidamente apoiar estereétipos de género. Isso é especialmente
relevante no contexto do "modo diabo"”, onde comandos manipuladores podem levar o modelo a
produzir respostas que reproduzem ou reforcam concepgdes de género opressivas. Assim, 0
comportamento do modelo levanta questdes éticas fundamentais sobre o papel da inteligéncia artificial
na perpetuacdo de normas de género e identidades, ressaltando a importancia de adotar uma lente
feminista para avaliar e desafiar a reproducdo automatica de discursos discriminatorios.

Essas reflexdes evidenciam a necessidade de mecanismos de controle mais robustos que previnam
0 uso indevido do modelo e garantam que ele ndo se torne uma ferramenta de perpetuacdo de
preconceitos ou discriminagdes.
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