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RESUMO: O Problema do Caixeiro Viajante Assimétrico (PCVA) ¢ um desafio classico de
otimizacdo combinatédria em que um vendedor ambulante percorre um conjunto de cidades, visitando
cada cidade exatamente uma vez, e retorna a cidade de origem, minimizando a distancia total
percorrida, porém a distancia entre duas cidades pode variar dependendo do sentido do deslocamento.
O Particle Swarm Optimization, uma técnica inspirada no comportamento social de organismos vivos,
foi utilizado para resolver o problema. Sendo uma meta-heuristica, exige um balango entre diversidade
e intensidade do método para alcangar boas solugdes em tempo razoavel, evitando assim, 6timos
locais. Para isso, o peso de inércia ¢ linearmente reduzido ao longo de cada iteragdo, explorando
amplamente o espaco de busca no inicio do algoritmo e intensificando a busca na parte final do
algoritmo. Visto que o algoritmo encontrou, pelo menos uma vez, a solugdo 6tima global para todas as
instancias testadas, o objetivo proposto foi atingido.

PALAVRAS-CHAVE: particle swarm optimization; problema do caixeiro viajante assimétrico;
otimizagdo combinatoria; metaheuristica.

META-HEURISTIC PARTICLE SWARM OPTIMIZATION APPLIED TO THE
ASYMMETRIC TRAVELING SALESMAN PROBLEM

ABSTRACT: The Asymmetric Traveling Salesman Problem (ATSP) is a classic combinatorial
optimization challenge where a traveling salesman visits a set of cities exactly once and returns to the
origin city, minimizing the total distance traveled. However, the distance between two cities can vary
depending on the orientation of travel. Particle Swarm Optimization, a technique inspired by the social
behavior of living organisms, was used to solve the problem. As a meta-heuristic, it requires a balance
between diversity and intensity to achieve good solutions in a reasonable time, thus avoiding local
optimal. For this purpose, the inertia weight, which is linearly reduced over each iteration, widely
exploring the search space at the beginning of the algorithm and intensifying the search in the final
part of the algorithm. Since the algorithm found the global optimal solution at least once for all tested
instances, the proposed objective was achieved.

KEYWORDS: particle swarm optimization, asymmetric traveling salesman problem, combinatorial
optimization; metaheuristic.

INTRODUCAO

O Problema do Caixeiro Viajante Assimétrico (ATSP, do inglés Asymmetric Traveling
Salesman Problem) ¢ um dos problemas de otimizacdo mais desafiadores, sendo considerado um
problema NP-Dificil (Garey; Johnson, 1979). Nele, um viajante deve percorrer um conjunto de
cidades, visitando cada cidade exatamente uma vez, e retornar a cidade de origem, minimizando a
distancia total percorrida, porém a distancia entre duas cidades pode variar dependendo do sentido do
deslocamento, refletindo situagdes do mundo real, como restricdes de trafego (Reinelt, 1994).
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O Particle Swarm Optimization (PSO) é uma metaheuristica inspirada no comportamento
social de organismos vivos, como bandos de passaros e cardumes de peixes. Neste algoritmo, uma
populacdo de particulas se move em um espago de busca multidimensional, cada uma representando
uma possivel solugdo para o problema de otimizacdo (Kennedy; Eberhart, 1995). Para lidar com
problemas de otimizacdo discreta, como o ATSP, ¢ necessario adaptar o PSO para sua forma discreta,
fazendo-o operar em um espago de busca discreto, o que significa que as solucdes sdo representadas
por um conjunto finito de valores discretos ao invés de valores continuos (Yang; Wang; Nie, 2017).

As particulas sdo inicializadas aleatoriamente no espago de busca, cada uma com uma posigao
e velocidade inicial. Em cada iteracdo do algoritmo, as particulas atualizam suas variaveis com base
em trés fatores principais: a sua experiéncia pessoal, a experiéncia do grupo e o peso de inércia. Com o
passar das iteragdes, o peso de inércia ¢ linearmente reduzido, o que reduz a velocidade da particula,
permitindo o aumento da intensidade da busca nas ultimas iteragdes (Eberhart; Shi, 2001).

Este trabalho tem como objetivo a utilizagdo do Particle Swarm Optimization discreto como
forma de solucionar o Problema do Caixeiro Viajante Assimétrico.

MATERIAL E METODOS

Foram escolhidas cinco instincias para trabalho, extraidas de TSPLIB (2018), sendo elas:
"br17” (39), “krol124p*“ (36230), “rbg323” (1326), “rbgd03” (2465) e “rbgd43” (2720). Com isso, &
possivel determinar a eficacia do algoritmo tanto em instancias pequenas e médias, de 10 a 350
cidades, quanto em instancias grandes, acima de 350 cidades.

Mesmo sendo um problema com distancias assimétricas de ida e volta de cada cidade, a
abordagem utilizada foi a de distancias euclidianas, portanto a matriz de entradas tem suas linhas e
colunas com as cidades de seus indices e os itens representam a distancia entre a cidade da linha e a
cidade da coluna. A geragdo da populagdo inicial ¢ feita a partir da importacdo da matriz de distancias
de cada instancia, que gera uma matriz de solugdo aleatoria, onde cada linha representa uma particula,
e calcula sua funcdo objetivo, que ¢é obtida a partir da soma das distancias entre as cidades na ordem
definida pelo vetor solu¢do gerado. O fluxograma do algoritmo Particle Swarm Optimization discreto

¢ apresentado na Figura 1.
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FIGURA 1. Fluxograma do Particle Swarm Optimization.
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Apoés a determinagdo dos parametros, o codigo inicia com a geragdo da populagdo inicial.
Feito isso, as posi¢cdes e velocidades de cada particula sdo atualizadas e, na sequéncia, a melhor
posicao pessoal e a melhor posicdo global encontradas também sdo atualizadas. Neste momento, a
melhor posigdo global é comparada com a solucdo 6tima global e, caso seja igual, a solucdo atual se
torna a solucdo final. Em caso negativo, o peso de inércia ¢ linearmente diminuido e novas
velocidades e posigdes sdo geradas a partir das anteriores. Este processo € repetido em looping até que
a solucdo otima global seja encontrada ou até que o numero de iteragdes maximo seja atingido.

O fator de inércia ¢ introduzido para controlar a influéncia da velocidade anterior de uma
particula na sua nova velocidade, porém, um fator de inércia fixo pode apresentar problemas
significativos, independentemente de seu valor. Um valor alto de inércia promove a exploracao,
permitindo que as particulas se movam mais livremente pelo espago de busca, mas pode dificultar a
convergéncia para solugdes Otimas, pois as particulas ndo se concentram nas melhores solugdes
encontradas. Por outro lado, um valor baixo de inércia favorece a intensificagcdo, permitindo que as
particulas se concentrem em 4reas promissoras, mas aumenta o risco de ficarem presas em minimos
locais, limitando a capacidade de encontrar solugdes globais (Chen et al., 2006).

Ajustar dinamicamente o fator de inércia ao longo do tempo pode melhorar o desempenho do
algoritmo. Comegar com um valor alto incentiva a exploracdo do espaco de busca, reduzindo a
probabilidade de as particulas ficarem presas em minimos locais ¢ permitindo uma busca mais
eficiente por solugdes globais. A medida que a execugdo progride, diminuir o valor da inércia ajuda as
particulas a se estabilizarem em torno das melhores solugdes encontradas, promovendo uma
convergéncia mais rapida e solu¢des de melhor qualidade, adaptando-se as necessidades do algoritmo
em diferentes estagios da busca. A férmula de atualizagdo do peso de inércia adaptativo € apresentada
na Equagdo (1) (Bansal et al., 2011):

W(t) = Winax — [(Wmax_wmin)/T]' Z, (1)

Onde w(t) ¢é o valor da inércia na iteragdo t, Wy, € Wy, $40 0s valores maximo e minimo da inércia, e
T ¢ o namero total de iteragdes.

A atualizacdo da velocidade e posigcdo de cada particula é feita seguindo uma equagdo que
considera a velocidade atual, a memoria da melhor posicdo pessoal e a melhor posicdo global
encontrada por qualquer particula na populacdo. A férmula tipica de atualizacdo da velocidade em
uma dimensao ¢ demonstrada na Equac¢do (2) e na Equagdo (3), respectivamente (Eberhart; Shi, 2001).

vi(t +1)=w. vi(t) tc. randl. (pbesti - xi(t)) + cz.randz. (gbesti - xi(t)), 2)

xi(t +1)= xi(t) + vi(t + 1). 3)

A Equacdo (2) define como ¢ realizado o controle da dire¢do e da magnitude do movimento de
cada particula no espaco de busca. A velocidade da particula i na iteracdo t é representada por v(¢). W
¢ o peso de inércia, que determina a influéncia da velocidade anterior da particula em seu movimento
atual. Os coeficientes “c; e ¢,” s@o constantes de aprendizado, também conhecidas como coeficientes
de aceleragdo, e controlam a influéncia das melhores posi¢cdes pessoais e global na atualizagdo da
velocidade. Para melhores resultados, a soma de ambas as constantes deve ser maior ou igual a 4, no
algoritmo, ¢, foi definido como 2,1 e ¢, como 1,9, priorizando mais a intensificagdo do que a
diversificagdo no algoritmo. Os niimeros rand, e rand, sao nimeros aleatoérios gerados entre 0 e 1, que
introduzem aleatoriedade no movimento das particulas, promovendo uma exploracdo mais ampla do
espaco de busca (Kennedy; Eberhart, 2019). O termo pbest representa a melhor posicdo pessoal
alcancada pela particula i, enquanto gbest representa a melhor posi¢do global encontrada por qualquer
particula na populagdo. Por fim, x(¢) denota a posi¢do da particula i na iteragdo t (Xiao; Yang; Cheng,
2006).

RESULTADOS E DISCUSSAO

Para os testes preliminares, foram realizados 500 testes com 3.000 itera¢des cada, utilizando a
formula tipica de atualizagdo de posi¢do do PSO discreto. Com o método de conformidade sendo o de
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arredondamento para o proximo nimero inteiro ¢ o fator de inércia fixo, além de percorrer o vetor
solucdo apenas em um sentido. A Tabela 1 contém os resultados obtidos para todas as instancias
escolhidas.

TABELA 1. Resultados dos testes preliminares para todas as instincias escolhidas.

Instancias Média Minimo Maximo
Br17 (39) 54 39 279
Krol24p (36230)  48745,16 36230 72648
Rbg323 (1326) 2158,66 1326 4607
Rbg403 (2465) 3481,01 2548 5728
Rbg443 (2720) 4233,66 3046 7466

Observa-se que o algoritmo foi capaz de alcangar a solucdo 6tima global em trés das cinco
instancias propostas, além de ter obtido resultados com valores de 4% a 12% maiores do que o 6timo
global nas duas restantes. Sendo assim, fez-se necessario a implementagdo de técnicas adicionais para
obtencdo de melhores resultados, como o método de conformidade sendo o de arredondamento para o
nimero inteiro mais proximo, o fator de inércia adaptativo ¢ o deslocamento do vetor solucdo pelos
dois sentidos. Foram realizados 1.000 testes com 3.000 iteragdes cada, com estas técnicas, ¢ 0s
resultados sdo apresentados na Tabela 2.

TABELA 2. Resultados dos testes finais para todas as instincias escolhidas.

Instancias Média Minimo Maximo Taxa Conv.
Br17 (39) 43,71 39 137 86%
Kro124p (36230)  48643,79 36230 65374 52%
Rbg323 (1326) 2671,26 1326 3281 27%
Rbg403 (2465) 3963,54 2465 5248 12%
Rbg443 (2720) 4276,12 2720 8397 2,7%

Como pode ser visto na Tabela 2, o algoritmo atingiu o valor 6timo global para todas as
instancias. A média das duas menores instdncias foi menor, enquanto a das trés maiores foi maior,
quando se compara com os testes preliminares. Essa mudanca deu-se pelo fato do peso de inércia,
agora adaptativo, ser maior nas primeiras iteragdes, abrangendo um espaco de busca maior e, portanto,
aumentando a diversidade do algoritmo. As taxas de convergéncia foram razoaveis e as médias
ficaram altas, de 12% a 101% acima do 6timo global. No entanto, desta vez, o algoritmo conseguiu
atingir o 6timo global para as maiores instancias, pelo mesmo motivo da mudanga anterior, um peso de
inércia menor nas ultimas iteragcdes do algoritmo faz com que a intensidade também aumente, sendo
capaz de alcancar melhores solugdes. Outro fator impactante foi o deslocamento em ambos os sentidos
do vetor, que fez com que fossem analisados o dobro de solugdes a cada iteragdo, trazendo assim uma
melhora nos resultados das maiores instancias.

Além disso, para questdo de visualizacdo dos resultados, foram gerados graficos para as
instancias “brl7”, “rbg323”, “rbg403” e “rbg443”, demonstrando a evolu¢do da melhor solugdo dentre
as particulas na iteragdo atual (denominado “pbest” apenas para fins praticos) e da melhor solugdo
global (gbest) ao longo da execugdo do codigo, que podem ser vistos na Figura 2.

Na Figura 2, o eixo x representa as iteragcdes, com os valores variando de 0 a 3000 com pontos
a cada 100 iteracdes realizadas. O eixo y indica o valor da fun¢do objetivo. Nota-se que a linha azul do
grafico que representa gbest nunca aumenta seu valor, dado que ecla representa, sempre, a melhor
solucdo encontrada, diferentemente da linha laranja, que representa a melhor solugdo dentre as
particulas na iteracdo atual, apresentando flutuagdes ao longo das iteragdes, refletindo a exploragdo do
espaco de solugdes pelo algoritmo.
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FIGURA 2. Evolu¢ao da melhor solugdo atual e da melhor solugdo global ao longo da execugdo a
cada 100 iteracdes, para as instancias: a) “br17”, b) “rbg323”, c) “rbg403” e d) “rbg443”.

CONCLUSOES

Apbs a implementacdo do Particle Swarm Optimization, em sua forma discreta, para
solucionar o Problema do Caixeiro Viajante Assimétrico, considerando cinco diferentes instincias,
foram obtidas solugdes de boa qualidade em tempos computacionais razoaveis, atendendo ao objetivo
proposto. O método implementado foi capaz de encontrar o valor 6timo global em cada uma das
instancias testadas, mesmo ndo tendo médias proximas do 6timo global. O peso de inércia adaptativo
trouxe consigo um maior balango de diversidade e intensidade, fazendo assim, o algoritmo percorrer
um maior espago de busca no inicio e obter melhores resultados ao fim, evitando ficar preso em
otimos locais, aumentando a eficacia do algoritmo. Pode-se focar, em futuros projetos, na utilizagdo de
outros métodos para a resolugdo do TSP ou outros problemas combinacionais.
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